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ABSTRACT 
Making good decisions for natural resource management has become increasingly 

difficult. Forest managers have too much information, too many decisions to make, and 
too little time to do any of it. In addition, the objectives are changing and the diversity 
of needs that must be met is growing. Computer decision aids can help sort and process 
information and expand our ability to make good decisions in the face of these 
constraints. Artificial intelligence (AI) technology allows inclusion of knowledge 
processing in the decision support environment. Management of forest ecosystems 
involves a mixture of quantitative and qualitative elements that can be captured 
effectively with multi-component decision support systems (DSS) including expert 
systems, databases, models, geographic information systems, and user interface 
components such as hypertext and graphics. AI technology and expert systems are less 
visible as separate entities and more often occur as part of broader decision support 
environments. Decision support systems have been developed for a diversity of resource 
management applications, including management of wetlands, grazing lands, landscapes, 
community forests, and biodiversity, to name just a few. Two areas of current research 
are development of more effective integrating paradigms and transfer of the products of 
AI/DSS technology to the end user. 
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INTRODUCTION 

Making good decisions and solving problems effectively is the basis for the work we do. 
Individual, organizational, national, and global success and survival depend upon making 
good decisions over the long term. The goal of this paper is to briefly review the current status 
of decision support systems in natural resource management. This review specifically 
excludes decision support systems in forest products manufacturing and mill operation. We 
will review the nature of decisions and the evolution of computer decision support systems, 
and survey a number of current efforts to illustrate where we are and where we might be going 
with this technology. 
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DECISIONS 
To make good decisions, decision makers need to 

(1) understand the problem, 
(2) have access to the relevant information (sorted out from the irrelevant), 
(3) know how to use this information (the best knowledge), and 
(4) have time to apply that knowledge. 
In addition, they must be aware of the most effective strategies to use in making decisions 
of various types (Rauscher 1996). 

This task, however, has become increasingly difficult. The people making decisions have 
too much information and need to make too many decisions in too short a time. The amount 
and complexity of information available to resource managers is increasing at a faster and 
faster rate. With advanced technologies such as remote sensing, we are collecting and storing 
data that were not even collected a decade ago. The amount of written information, both 
qualitative and quantitative, is also proliferating to the point where the sheer volume of 
pertinent literature available to the decision maker is virtually unmanageable. At the same 
time, there is a persistent scarcity of human experts as people shift jobs and retire, and as 
agencies and institutions restructure. 

Decision-making capabilities in forestry and demands on managers are also challenged 
by the need to meet more objectives and to satisfy a greater diversity of needs. As natural 
resource management moves from a difficult multiple-resource management paradigm to an 
even more difficult ecosystem management paradigm, the need for better and more powerful 
decision-making aids becomes urgent. 

Natural resource systems are typically highly complex and dynamic. Decision support for 
their management must take into account significant variation in type, scale, and depth of 
information and knowledge, as well as variation in space and time (Lowes & Bellamy 1994). 
Resource management problems usually involve a mixture of natural science and engineering 
aspects, as well as socio-political and economic elements (Fedra 1995). While measurable 
phenomena and causal relationships characterise the former domain, our knowledge about 
these phenomena is far from complete and, even in the best of circumstances, resource 
managers often have to make judgments based on imperfect knowledge. The socio-political 
and economic domain of resource management is characterised by subjective or collective 
values and judgments, preferences, perceptions, expectations, and plural rationalities rather 
than a universal, agreed-upon yardstick. In the scientific and engineering domain, assessment 
also involves forecasting, designing, and analysing "What if?" scenarios, which is an 
inherently difficult problem and usually fraught with large uncertainties. 

The Role of Computers 
Computers can help. They can sort and process the information in different ways; they 

provide the tools to capture and use both quantitative and qualitative knowledge; and they 
can do it faster than humans can do it. Thus, with the new computer tools that are available 
to us, we can enhance our ability to make good decisions. With appropriate decision support 
tools, resource managers can make good decisions with a wider range of information 
available, even when the decision must be made very often or very rarely. However, creating 
truly useful programs for decision support has been anything but easy. 
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The traditional use of computers has been for information processing and the development 
and manipulation of models of various types. Decision support systems evolved in response 
to the need to make traditional management information systems and models more user-
friendly and interactive—to integrate the data-processing capabilities of the computer with 
the managerial judgment of the human. Early decision support systems were aimed at 
resource management at a local or regional level (FORPLAN, for example). Increasingly, 
applications have been integrated to provide a range of functions for solving more complex 
problems. Systems linked in this fashion include databases, geographic information systems, 
data exchange systems for importing and exporting data, simulation or optimisation 
packages, and user presentation modules. 

Important limitations to these systems were—from the users' point of view—their 
difficulty to learn and to use, and, once answers were obtained, the difficulty of interpreting 
the output. From the developers' point of view, it was impractical (in terms of both cost and 
effort) to incorporate into them the features—the "intelligence"—that would make them 
easier to learn and to use. 

ARTIFICIAL INTELLIGENCE 
The goal of the general field of artificial intelligence (AI) is to add humanlike features of 

behaviour to computers. This goal includes making computers easier to use, creating more 
effective communication between user and computer, and making them able to deal with 
words and ideas, incomplete or uncertain information, and more complex or ambiguous 
problems. In its early days as a formal discipline—in the late 1950s and the 1960s—AI 
researchers sought ways to build a "general problem solver", a program based on the idea 
that there exists a basic human ability to solve problems, independent of subject matter. 
Debate continues today as to whether such an ability really does or does not exist but, in any 
case, efforts to create programs with this ability did not meet with much success. By the 
1970s, it became apparent that intelligent problem solving, in humans and computers, is 
based on large amounts of domain-specific knowledge, and the AI field of expert systems, 
or knowledge-based systems (KBS), was born. Progress in this field over the past 15 years 
or so, along with improvements in hardware and software for building such systems (e.g., 
greater speed and memory, lower cost), has created a rapid movement of Al/expert system 
technology into the hands of people building decision support systems for natural resource 
managers (Schmoldt & Rauscher 1996). 

Expert systems allow us to encode knowledge to act upon information—including output 
from models—in intelligent ways. Where quantitative models are lacking, qualitative 
aspects of the problem may be treated using this approach. The main strength of expert 
systems is the application of a large amount of specific, context-dependent, inferential 
knowledge. Using some of the newer computer tools and approaches, we can capture the best 
knowledge of our best people about what to do with information, and make this component 
of decision making more consistently accessible to those who need it. Until recently, this 
level of activity was the sole domain of humans who—as we have seen—are often 
overloaded, have little time, and too much information. 

DECISION SUPPORT SYSTEMS 
For a time, when expert systems first captured the imagination of resource managers, 

emphasis was on development of stand-alone systems that made decisions and presented the 
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manager with specific recommendations for action. These early expert systems, and virtually 
all of the successful systems in regular use today, usefully encapsulate knowledge from 
various sources, such as experts and user-supplied data, to give advice in narrowly defined 
domains such as disease diagnosis, timber management, and mill operations (e.g., Davis & 
Clark 1989; Rauscher & Hacker 1989; Durkin 1993). 

As expert system software and associated technology have evolved, however, expert 
systems are more and more often found as part of large decision support systems that can help 
solve problems in broader, less narrowly defined domains (Janssen 1992; Turban 1993). 
Contemporary decision support systems combine human judgment with computer processing 
to produce a diversity of meaningful information for decision making. Rather than replacing 
the need for human decision makers, these systems, like their predecessors and their domain-
specific contemporaries, become extensions of decision makers' reasoning processes and 
capabilities (Sage 1991; Silver 1991). They help managers make decisions in situations 
where human judgment is an important contributor to the problem-solving process, but 
where human information-processing limitations impede decision making. 

The purpose of a decision support system is to help a manager make decisions in semi-
structured and unstructured problems. They can help with four steps in decision making: 
(1) Analysing the situation 
(2) Designing the alternatives 
(3) Choosing the course of action (i.e., making the decision) 
(4) Evaluating the "goodness" of the choice and its implications. 

While some decision support systems may support only the first two steps, most useful 
systems attempt to provide help in all four of these steps. Expert systems have important and 
specific roles in this process. They form part of the user interface to provide intelligent-
seeming responses to the questions asked of the user and the displays with which the user 
interacts. They are one of the tools available for analysis and advice for particular domain-
specific issues. Finally, expert systems can be used to implement components of the 
decision-making process, in particular the automation of the intuitive method of choosing 
among alternatives. 

In general, artificial intelligence techniques, such as those used in expert systems, can 
allow decision support systems to (Rauscher 1995): 

• Simulate current decision-making practices by focusing on the managerial decision
making process, rather than on functional components of ecosystems; 

• Incorporate experience and rules of thumb with the latest in scientific research; 

• Provide intelligent explanation of what is happening in the program; 

• Provide intelligent front and back ends to the decision support database and modelbase 
management systems and to the functioning of the user interface; 

• Simulate the expertise-based components of the decision-making methods; 

• Help users to intelligently modify various parts of the decision support system while they 
are running it; 

• Help decision makers to understand and structure their own goal criteria and then help 
them determine a utility function to be used to evaluate alternatives; and 



Stock & Rauscher—Artificial intelligence and decision support 149 

• Develop expert systems that can help formulate the problem and design steps of the 
decision-making process. 

DECISION SUPPORT IN NATURAL RESOURCE MANAGEMENT 
Natural resource management applications require the integration of a number of specific 

technologies to accommodate the heterogeneous data and knowledge, and to take advantage 
of the respective spatial and temporal analysis capabilities of alternative technologies 
(Coulson et al. 1987). The first integrated artificial intelligence-based systems in resource 
management linked expert systems to simulation models (e.g., McKeon et al. 1982) and/or 
databases (e.g., Bellamy 1986), facilitating their use and helping the user interpret results. 
Others used artificial intelligence technology to create intelligent geographic information 
systems (GIS) (e.g., Robinson & Frank 1987). More and more, however, decision support 
systems incorporate several components—knowledge bases with geographic information 
systems, models, databases, and a diversity of user interface components such as hypertext 
and graphics that help the user understand and interpret what the system is doing. 

A brief description of some decision support systems that are the focus of current efforts 
in natural resource management and related areas of agriculture will illustrate the types of 
applications and the potential for the future of this technology in resource management. 
These cover a range of applications and combinations of technologies. 

Spatial Modelling of Succession in a Savanna Landscape 
This decision support system links a rule base with conventional models and GIS to model 

secondary succession on a savanna woodland site in southern Texas (Loh Sc Hsieh 1995). 
The rule base contains factors believed to have regulated landscape development and is 
linked to a growth model. Landscape patterns are then generated, analysed, and displayed 
through manipulation of a geographic information system. In the test cases, the system 
verified the roles of annual rainfall and soil characteristics, and suggested that, with proper 
control, the landscape could be maintained at its current state. 

ELDAR: Predicting Ecosystems from Land Resource Data 
The Alberta Research Council's forest information technologies program is concerned 

with the design and implementation of ecologically oriented spatial and knowledge-based 
systems to support forest and land resource management (Mulder & Corns 1995). As part of 
this program, a decision support system was designed to represent the knowledge used by 
a forest ecologist to classify a forest ecosystem from a variety of data sources. The Ecological 
Land Data Acquisition Resource (ELDAR) predicts ecosystems from topography, forest 
cover, and soil maps. It works in conjunction with a geographic information system. A 
prototype has been developed in collaboration with the Canadian Forest Service and the 
Foothills Model Forest in Hinton, Alberta. Extensive field testing has shown that ELDAR 
is a practical tool that can assist with the creation of an ecosystem-based land inventory with 
prediction accuracies of up to 94%. It has the potential of providing major cost savings in 
inventory management, most notably reforestation. Prototypes of the ELDAR have been 
installed at the Foothills Model Forest and at the McGregor Model Forest in Prince George, 
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British Columbia. A commercial version of the system is expected to become available in 
late 1996. 

Decision Support for Agricultural Landscape Analysis 
Agronomic experts in France frequently use satellite imagery (land-use maps) to map and 

make diagnoses of the region's agriculture (Le Ber 1995). Artificial intelligence techniques 
are used because the experts have knowledge about regional soils, climate, agricultural 
systems, cropping techniques, and the relationship between landscape and agriculture. 
Reasoning methods include analysis, comparison, and classification of landscape situations. 
The Areopage system was developed to help the agronomic experts analyse satellite images. 
It recognises objects and villages on the map, calculates the various properties of the objects, 
and then analyses village farming situations. The system uses several knowledge levels (both 
geographic and abstraction levels) and various ways of reasoning to characterise and 
compare the farming situations observed in the images. 

Wetland Management on National Wildlife Refuges 
This decision support system, still under development by the USDI National Biological 

Service and Colorado State University, will help staff of national wildlife refuges with 
integrated management of wetlands (Sojda et al. 1994). As the project evolves, emphasis is 
being placed on trumpeter swan management as a test focus. Several computer-assisted 
strategies, including artificial intelligence and geographic information systems, are integrated 
in this system to help set local objectives and programs within multiple geographic and 
temporal scales. 

Decision Support for Grazing Land Management 
Recent introduction of new pastoral legislation in the Northern Territory of Australia, and 

growing public concern for the sustainable use of rangelands in this region, led to a need for 
more objective advice to land managers and management agencies on the risks to the land 
resource base from grazing. Landassess DSS is an integrated knowledge-based spatial 
decision support system being developed to help with the sustainable management of 
Australia's northern grazing lands (Lowes & Bellamy 1994). The system incorporates a 
knowledge base of management and ecological information, a natural resource database, a 
geographic information system, and scientific and economic models. The system produces 
advice on environmental and economic risks to the rangeland. 

Community Forest Geographic Decision Support 
This knowledge-based geographic information system is being developed in response to 

the United Kingdom's recent surge of interest in the creation of community forests (Burkmar 
et al. 1994). Its aim is to help meet the challenges of developing these forests in ecologically 
sound ways while respecting landowners' wishes and coping with high visitor pressure. In 
this system, there is strong emphasis on modular development, because each of the 
ecological program domains is large enough to warrant an application of its own. However, 
all of them have common requirements and can make use, for example, of the geographic 
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information system display capabilities or access a database/knowledge base for soil. Thus 
the geographic information system and database components are created as separate 
modules, each of which can be used by any of the other modules. 

Land Information Management (KBLIMS) 
The Knowledge-Based Land Information Manager and Simulator (KBLIMS) is a system 

being developed by the University of Toronto to manage spatio-temporal simulations of 
ecological processes (Mackay et al. 1994; Robinson & Mackay 1995). The system is 
organised around a watershed-based model of terrain. KBLIMS includes modules for 
extracting a watershed representation directly from grid digital elevation models and an 
information system allowing the selection, browsing, navigation among, and query of 
watershed objects using a graphical user interface. KBLIMS provides a unique decision 
support system for integrated resource management in forested watersheds. 

Managing Biodiversity 
Like many other countries, Australia has international obligations to maintain its 

biological diversity since ratifying the International Convention on Biological Diversity. 
Ecologically sustainable development (ESD) is the development of environmental resources 
to develop industry and generate wealth and employment, while conserving ecosystems for 
the benefit of future generations. Biodiversity is integral to assessment of ESD. This project 
provides an overall strategy for applying information technology to the management of 
biodiversity, using forests as a case study (Davey et al. 1995). The system will integrate 
intelligent tools for conferencing, text-retrieval, and debate-handling, automated modelling 
tools, and intelligent processing of remotely sensed and field-collected data. It incorporates 
models of succession and population viability, graphics, rule-based systems, geographic 
information systems, text facilities, and databases. 

Forest Management Advisory System (FMAS) 
FMAS is a decision support system for the management of even-aged stands of aspen and 

red pine (Nute et al. 1995). It integrates a knowledge-based system for treatment prescriptions, 
previously published growth and yield models for aspen and red pine, a hypertext encyclopaedia 
of aspen forest management, and a variety of help and explanation facilities. The functional 
focus is timber management of single stands over multiple, even-aged rotations. The general 
design methodology is applicable to timber management applications of any even-aged 
management system worldwide, given appropriate changes in the knowledge bases and 
growth and yield projection systems. A toolkit for the development of decision support 
systems in PROLOG (DSSTOOLS) was used for FMAS. DSSTOOLS is documented by 
Zhu (1996) and the latest version is available by anonymous FTP at "ai.uga.edu" under the 
directory "pub/forest/DSSTOOLS". 

Integrated Forest Resource Management (INFORMS) 
INFORMS (the Integrated Forest Resource Management System), being developed by 

Texas A&M and Region 8 of the USDA Forest Service, is a decision support system to help 

http://ai.uga.edu
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project-level planning and development of environmental assessment on lands managed by 
the USDA Forest Service (Williams et al. 1995). Components include a geographic 
information system, a relational database management system, a user interface system, rule 
bases, and various simulation models. The system is designed to be flexible and thus 
accommodate existing ranger district databases and resource analysis tools. The ultimate 
goal is to build a tool that is configurable across all Forest Service districts. 

Northeast Decision Model (NED) 
NED is a decision support system for ecosystem management (Kollasch & Twery 1995; 

Rauscher et al. 1995) being developed by the Northeastern Forest Experiment Station in co
operation with the Southern and North Central Forest Experiment Stations, the Eastern and 
Southern regions of the National Forests, and numerous others. NED provides site-specific 
expert recommendations on silvicultural prescriptions to optimise management of multiple 
resources on forests of the north-eastern United States. The vision driving NED is that 
demands for a variety of resource values can be evaluated and met best by first determining 
the priorities of all management objectives, next resolving trade-offs among them, and only 
then selecting activities compatible with all goals and most likely to produce specified 
desired future .conditions. This is being accomplished by starting from the best of the present 
state of decision support methodology for silviculture and expanding it to incorporate 
prescriptions for wildlife, water resources, recreation, ecological, and esthetic values. 
Version 1.0 of NED, which focuses on the analysis step of the decision-making process, is 
due for release in early 1997. 

Analysis and Communication of Ecosystem Management (KLEMS) 
A partnership of two universities and elements of the USDA Forest Service has been 

developing the analysis and communication tools necessary to support ecosystem management 
decisions (Laacke 1995). So far, several elements of the decision support system have been 
developed, including a temporal analysis data model for a geographic information system, 
linking a large wildlife habitat database to two geographic information system programs for 
analysis of ecosystem status and change, evolution of a wildlife-centred concept of 
landscape analysis, and application of fuzzy set theory to resolve data incompatibility 
questions. Resource specialists ensure that landscape data used are correct and applicable to 
the analysis by creation of rule sets that translate data and guide analyses. 

Grazing Lands Applications (GLA) 
This decision support system integrates a number of different sources of information to 

develop ecologically and economically viable alternatives for production and development 
of grazing lands (Sheehy et al. 1993). The system is currently being used by Natural Resource 
Conservation Service personnel in Texas, Utah, and Oregon. 

At present, multi-functional decision support systems for natural resource management 
are in transition from development to field testing. We know of no instance where a field-
tested ecosystem management decision support system of this type enjoys widespread daily 
use, although a large number of more narrowly focused decision support systems are being 
used successfully, especially in forest industry and related areas of agriculture. In the USDA 
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Forest Service national forest system, about a dozen ranger districts, out of approximately 
500 nationwide, are currently evaluating the use of one or another of the large-scale systems 
listed here. We anticipate that it will take approximately 10 years of further development, 
with active user feedback and healthy competition among numerous development teams, 
before decision support systems for natural resource management will be in common use. 

DISCUSSION 
Computers have a number of important roles in contemporary natural resource management. 

With them, we can magnify human productivity and effectiveness, and meet the increasingly 
diverse challenges that confront us. Human capabilities can be enhanced with intelligent 
computing systems, and national concerns addressed more effectively, with greater 
communication and collaboration as changes are made along the way. Nevertheless, we are 
still just beginning to apply intelligent computer programs effectively in forest management 
and much remains to be done. Two key challenges (among many) are integration of program 
components and technology transfer. 

Improving Decision Support Paradigms 
It is clear that many current, large-scale decision support systens of the type described 

here have bits and pieces of very useful functions incorporated in their design, but very few 
have been fully accepted and frequently used by resource managers. The inescapable 
conclusion is that decision support systems are at the beginning of their evolutionary cycle. 
The size and complexity of the task is an obstacle to their development. The difficulty of 
integrating proprietary software, and the lack of generally accepted standards for presentation 
of data and graphics and the management of models are also problems in large-scale systems, 
as are the cost and time needed to develop a significant product. 

The USDA Forest Service's Interregional Ecosystem Management Coordinating Group 
Ad Hoc Task Team for Decision Support Tools recently completed a survey of 26 Federal 
Government decision support systems for ecosystem management across the United States 
(H.T.Mowrer, Rocky Mountain Forest and Range Experiment Station, pers. comm.). 
Developers were asked to evaluate their systems based on their potential to support 
ecologically based natural resource management activities. Through this process, the task 
team aims to elucidate the types of ecosystem management questions requiring formal 
decision support and to develop a format for comparing decision support systems based on 
their ability to address these needs. The evaluations consisted of 48 questions covering scope 
and capabilities, spatial issues, basic development status, input and output data requirements, 
user support, performance, and computational methods. Although a full analysis of the 
survey results is still in preparation, certain preliminary generalisations can be made. Few, 
if any, of the decision support systems reviewed do a good job of aggregating multiple 
decisions within a single spatial scale (i.e., watershed/management unit, forest, or ecoregion) 
to support development of integrated, interdependent, and coherent alternatives. Effectively 
translating these alternatives to higher or lower spatial scales still remains largely an 
unsolved problem. Software support for group decision analysis and consensus building 
within the framework of an ecosystem management decision support system is also a weak 
point of most of the systems surveyed. Finally, all the decision support systems surveyed 
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concentrate primarily on the biophysical domain. Few of them explicitly address and 
integrate social and economic criteria and issues. In conclusion, among the 26 systems 
surveyed, almost all of the pieces that are needed for effective ecosystem management 
decision support can be identified and have been addressed in some fashion. However, no 
single one of the 26 systems addresses a significant portion of the relevant activities that must 
be integrated to truly support ecosystem management decision making. 

Nevertheless, resource management decision support systems will inevitably improve 
both in functionality and in operating efficiency. The development of software methods and 
standards is critical. Rauscher et al. (1995) and Kollasch & Twery's (1995) scheme for 
integrating models, databases, hypertext, and knowledge bases, and Chandrasekaran's 
(1987) idea of generic tasks, are steps in the right direction. 

Technology Transfer 

A problem with decision support systems in general, and large-scale systems in particular, 
is that few are actually used (Silver 1991; Sequeira et al. 1996). Emphasis in their 
development has been on verification (Does it work?) and validation (Does it do what it's 
supposed to do?), because these modes of evaluation are comparable to similar procedures 
in traditional software engineering. For a number of reasons, questions about utilisation (Is 
the program being used by the people it was designed for?) have not been asked very often. 
There has been discussion of implementation (usually defined as distribution and maintenance 
of the system), but even here, it is generally assumed that the system will be used by the 
people for whom it was designed. Although most of the expert systems and decision support 
systems that have been developed work well, very few of them (some say no more than 10%) 
have been actually used in the way that was envisioned by their designers. 

A part of the problem has been and continues to be the focus on the software itself—on 
evaluating the performance of the system in isolation. Yet we know there are many factors, 
other than whether the software works, that influence whether a person uses a computer. 
Before a person will try to use a program to do a task, much less use it regularly, the program 
must be compatible with a diversity of its user's needs. Questions that can be asked address 
both the difficulty and the meaning of the task to the user (Does he/she want help doing the 
task?), the user's social and professional environment (Is use of the program convenient? 
Accessible? Rewarded?), and the user's psychological makeup (Is the interface design 
specific enough for the type of user?). There are many complex interactions of environment, 
task, and individual psychology that influence whether the system will be just tried and then 
abandoned, or actually adopted for long-term use, and whether the user will put the effort 
necessary into learning how to use the system. 

In a recent study, 33 public land managers and consultants from the United States Inland 
North-west were interviewed about their use of decision support systems (A.K.Gardner, 
University of Idaho, pers. comm.). Interviewees represented the USDA Forest Service, the 
Bureau of Land Management, and the Natural Resource Conservation Service. Although 
analysis of the collected data is not yet complete, several factors have emerged as inhibitors 
of decision support system adoption by these users. These include (1) unfriendly user 
interfaces, (2) users not included in the design process, (3) lack of needed specificity of 
application, (4) lack of portability of the decision support system from one geographic region 
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to another, (5) lack of graphical output and spatial representation, and (6) lack of integration 
of knowledge across agency/academic boundaries. 

The problem of interface design occurs across a wide variety of applications. Despite the 
fact that many developers consider the process of designing interfaces obvious, few could 
identify the major principles of interface design (including user involvement and interactive 
development cycles) (Gould & Lewis 1983). Sequeira et al. (1996) and Gardner (pers, 
comm.) note that this situation exists in the area of natural resource management. Interfaces 
are given cursory treatment and not considered an important part of the research effort. As 
a result, systems emerge that are loosely integrated and hard to use and understand. 

Performance support, the idea that systems must be designed to support the work of the 
user, changes the emphasis from design driven by technology (with the user doing all the 
adapting) to design driven by the needs of the user (with technology adapting to meet these 
needs) (Carr 1992). The challenge for decision support system developers is to identify 
commonly found decision-making needs and to devise computer-based tools that support 
them. Some of these needs are (Silver 1991): 

• better exploration of alternatives 

• better identification of problems and opportunities 
• methods for coping with multiple or undefined objectives 
• methods for coping with risk and uncertainty 
• identifying and managing human biases in the decision process 

• tools for the meta-choice of what methods to use and when 
• better tools to help users learn faster 
• better tools to help users communicate more effectively 

• better tools to understand and explain the decision process 

Doing this requires that we understand and use the scientific knowledge about how 
humans make decisions. Expertise in decision making itself is as important in resource 
management as understanding the biology and sociology of the organisms being managed 
(Cleaves 1995). Although they are intensively trained in their profession, few natural 
resource managers are also trained in the essential skills of decision making and the 
recognition and avoidance of the many human cognitive biases (Sage 1991). In building 
decision support systems, we learn more about the essential qualities of good decision 
making and, at the same time, gain tools to help us make better decisions. 

As the range of problems we consider in making forest management decisions expands, 
the range of tools we require to solve them will also grow larger. As problem complexity 
increases, the power of the tools we command to help solve those problems must also 
increase. Current efforts in decision support system development are anticipating these 
needs and represent the seed from which tomorrow's powerful decision support tools will 
emerge. 
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