
Ding et al. — Multi-environment trial analysis	  143

New Zealand Journal of Forestry Science 38(1): 143–159 (2008)

Multi-environment trial analysis 
FOR Pinus radiata* 

M. Ding†, B. Tier, 
Animal Genetics and Breeding Unit, University of New England, 

Armidale, NSW 2351, Australia

G. W. DUTKOWSKI, 
Cooperative Research Centre for Sustainable Forestry, School of Plant Sciences,
University of Tasmania, G.P.O.Box 252-55, Hobart, Tasmania 7001, Australia 

H. X. Wu, 
CSIRO Forest Biosciences**, 

P O Box E4008, Kingston ACT 2604, Australia

M. B. Powell and T. A. McRAE
Southern Tree Breeding Association Inc. 

P O Box 1811, Mount Gambier SA 5290, Australia

(Received for publication 20 December 2007; revision 5 February 2008)

Abstract
A stem-diameter data set of five combined trials of Pinus radiata D. Don 
was used to identify and determine the nature of genetics by environment 
(G×E) interaction. The restricted maximum likelihood approach was applied 
to handle the main issues of the multi-environment trial analysis: 
(1) Testing sources of heterogeneity of variance and lack of between-sites 

genetic correlation; 
(2) Modelling the heterogeneity of error variance among trials and micro-

environmental variation within each trial; and 
(3) Selecting the best model for prediction of breeding values. 
Model comparison was based on the criterion of log-likelihood. The 
significance of variance components was tested by the likelihood ratio test 
which showed that all sources of G×E interactions were highly significant, 
indicating that G×E interactions occurred in these five trials due to both the 
heterogeneity of variances and the lack of correlation. Estimates of Type B 
genetic correlations were increased slightly by correcting for the heterogeneity 
of variances. The full model, which accommodated heterogeneity of error 
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variances between trials, spatial variation within trials, and fitting a separate 
G×E interaction variance for each trial, was superior to other models for 
this multi-environment trial
Keywords: log-likelihood; G×E interaction; Pinus radiata. 

Introduction

Genotype by environment (G×E) interaction refers to differential responses of 
different genotypes across a range of environments (Kang 2004). These G×E 
interactions can be distinguished by whether the interactions are treated as either 
(1) a source of error or bias in assessing a genotype (random, non-repeatable 
G×E interactions), or (2) a component of variation which is, in part, heritable 
and exploitable through selection for broad and specific adaptation (repeatable 
G×E interactions — Delacy, Basford, Cooper, Bull & Mclaren 1996). Only the 
repeatable G×E interactions are essential and meaningful for breeding strategies 
(Baker 1988).
Determining the relative proportions of repeatable and non-repeatable G×E 
interaction effects is an important issue in analysis and interpretation of multi-
environment trials. This partitioning was first shown by Robertson (1959). Muir 
et al. (1992) gave methods for partitioning G×E interaction into sources due 
to heterogeneous variances and lack of correlation. Yang & Baker (1991) used 
multivariate analysis of variance (MANOVA) and proposed two tests for the 
significance of the different sources of G×E interaction. These approximate tests 
are based on unwarranted assumptions about the sampling distributions of estimated 
variance and covariance components, resulting in a number of undesirable properties 
such as non-positive definite estimates of genetic variance-covariance matrices. 
Therefore, Yang (2002) applied a restricted maximum likelihood (REML) approach 
to estimate genetic parameters and test the significance of different sources of 
G×E interaction.
The restricted maximum likelihood approach (Patterson & Thompson 1971) has 
been used for decades to estimate variance parameters based on mixed model 
theory (Henderson 1984). Mixed model analysis for multi-environment trial data 
contains frequent approaches in which the variance parameters are estimated using 
restricted maximum likelihood (Smith et al. 2005). Fixed and random effects are 
estimated using best linear unbiased estimates (BLUEs) and best linear unbiased 
predictors (BLUPs), respectively. The development of statistical packages such as 
ASREML (Gilmour et al. 1999) allows restricted maximum likelihood estimation 
of a range of mixed models, and also enables the fitting of more informative and 
complex models for accommodating different forms of G×E interactions. Cullis 
et al. (1998) allowed for heterogeneity between trials by fitting a separate variety 
by environment (V×E) interaction variance for each trial. Smith et al. (2001) 
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extended this approach for the analysis of multi-environment trial data which 
included multiplicative models for the variety effects in each environment. The 
model provides an approach that accommodates heterogeneity of V×E variance, 
correlation among V×E interactions, and appropriate error variance structures for 
individual trials.
In fact, the residual variation can be further partitioned into components due to 
micro-environment variation and genotype by micro-environment interaction 
(Nyquist 1991). Variation within trial has been examined by some authors using 
spatial analysis on single sites (Casanoves et al. 2005; Cullis et al. 1998; Smith 
et al. 2001). In forestry there is some evidence of gradients and large patch sizes 
within trials (Costa e Silva et al. 2001; Fu et al. 1999), and use of a combined 
spatial model enables an improved analysis of experiment data (Dutkowski et al. 
2002, 2006; Costa e Silva et al. 2001; Hamann et al. 2002; Magnussen 1990).
Restricted maximum likelihood approaches based on mixed models allow more 
flexible variance structures, which are helpful for fitting G×E interactions. However, 
most applications in forestry have focused on quantifying the relative size of G×E 
interaction (Carson 1991; Haapanen 1996; Johnson & Burdon 1990; Matheson & 
Raymond 1984; Pederick 1990). There are few studies on identifying and partitioning 
the sources of G×E interaction, despite the fact that it has been recognised for a 
long time that they influence efficient decision-making in breeding programmes, 
and rapid genetic advance.
The goal of this study was to identify repeatable G×E interaction and it focused 
on three aspects: 
(1)	 testing the sources of G×E interaction; 
(2)	 selecting the best models for multi-environment trials; 
(3)	 investigate the impact of fitting alternative models on estimates of variances, 

genetic parameters, and the parameter used for measuring relative magnitude 
of G×E interaction.

Materials and methods

The genetic materials originated from an Australia-wide diallel mating experiment. 
The details have been given by Wu & Matheson (2005). Five typical sites (PT5459, 
RAD211, VRC060, RS27A, and RS27B) were chosen and combined for this 
study. They were distributed in four regions in Australia and contained a total of 
12460 genotypes, with from 165 to 216 full-sib families represented at each site. 
Each trial was a randomised incomplete-block design with three replicates and 
four-tree row plots at a spacing of 3.0 × 3.0 m, excepting VRC060 at 3.6 × 2.3 m). 
Trials PT5459, RAD211, and VRC060 had the same block numbers within each 
replicate. In trials RS27A and RS27B, the block numbers were continuous across 
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the trial. Each individual tree was marked on a grid of R rows within C columns 
in each trial. Diameter at breast height (dbh) was measured at 10.5 years of age 
(for details see Table 1).
All check lots were eliminated from the data set before analysis. For trials with an 
irregular shape, the data were expanded to construct a complete rectangular matrix 
by inserting missing values using BLOCKIT (Dutkowski 2004) for spatial analysis. 
The proportion of missing values in these rectangles ranged from 0 to 61%.
Table 1–Design information for five trials, and mean diameter at breast height with 
standard deviation 
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––
Site	 PT5459	R AD211	 VRC060	R S27A	R S27B
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––
Observations	 2536	 2624	 2592	 3260	 1652
Missing values	 236	 554	 565	 1643	 541
Replicates	 3	 3	 3	 3	 3
Blocks	 18	 18	 18	 108	 39
Plots	 648	 656	 648	 648	 546
Plot size (m2)	 4	 4	 4	 4	 4
Rows	 96	 97	 36	 83	 49
Columns	 60	 68	 72	 55	 54
Spatial rate (%)	 56	 61	 0	 29	 38
Number of families 	 216	 216	 216	 216	 169
Spacing (m)	 3 × 3	 3 × 3	 3.6 × 2.3	 3 × 3	 3 × 3
Measured age (years)	 10.5	 10.5	 10.5	 10.5	 10.5
DBH (mm)	 174  ± 22	 158  ± 34	 201  ± 44	 233  ± 41	 242 ±3 5
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––

Models
Family and individual tree models were fitted. The general linear mixed model in 
matrix notation is:
          	y = Xb + Zu + e	 [1]
where y is a vector of observations for diameter at breast height, 
	 b and u are vectors of fixed (trial, replicate within trial) and random effects, 

respectively, 
	 X and Z are design matrices relating the observations to the fixed and random 

effects, respectively, 
	 e is a vector of random residuals. 
For the family models, the random effect vector u had sub-vectors of block (within 
replicate for PT5459, RAD211, and VRC060 but not within replicate for RS27A 
and RS27B), family, family × trial, and family × replicate (nested within trial) 
interaction. For the individual tree models, the random effects include block, plot, 
tree, family, tree × trial, and family × trial interaction. Separate model terms in u 
were assumed to be uncorrelated. It was assumed that the joint distribution of the 
random effects was Gaussian with zero mean and variance matrix, 
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	 ̄u¯        ̄  ̄0¯    ̄G 0¯ ̄
	       ~ N           ,
	 ̱e̱        ̱  ̱0̱    ̱0 R̲ ̲
where R is the variance-covariance matrix of the residuals and G is the variance-
covariance matrices of the random effects. For the family model, the variances 
for effects in u and e are:
	 ¯inb¯	  ¯Ginb	 0	 0	 0	 0 ¯
	    f	    0	 Gf	 0	 0	 0
     Var     t.f    =   0	 0	 Gt.f	 0	 0	 [2]
	  t.r.f	    0	 0	 0	 Gt.r.f	 0
	 ̱  e  ̱	  ̱0	 0	 0	 0	 R̲
where inb, f, t.f, and t.r.f are the effects for block, family, family by trial, and family 
by replicate within trial, respectively. When independence of the sub-vectors is 
assumed, then Var(inb) = Iinbσ2

inb, Var(f) = Ifσ2
f, Var(t.f) = It.fσ2

t.f, and Var(t.r.f) 
= It.r.fσ2

t.r.f, where Iinb, If, It.f, and It.r.f are identity matrices of appropriate order, 
with constant variances σ2

inb, σ2
f, σ2

t.f, and σ2
trf. 

For the individual tree model, additional random effects of plot (p), tree (g), and 
tree × trial (t.g) were included, the additional variance structures to be defined, 
Var(p) = Ipσ2

p, Var(g) = Aσ2
a, Var(t.g) = It.gσ2

t.g, where σ2
a is the additive genetic 

variance, A is the numerator relationship matrix, Ip and It are identity matrices.
There are different possible forms for the genetic variance matrix. The above 
independent assumption for genetic variance matrix of family (or tree) and 
family × trial (or tree × trial) interaction can be expressed as Var(F) = (σ2

f Jt + 
σ2

t.f It) OIf, where Jt is a t × t unit matrix (i.e., all elements equal to one and O 
is the Kronecker product (Searle et al. 1992)). This variance structure is known 
as a compound symmetry structure (Smith et al. 2001). It implies that all the 
interaction effects have the same variance and for different families (or trees) are 
uncorrelated, and interaction effects for different pairs of environments all have 
the same covariance (Smith et al. 2005). The magnitude of G×E interactions can 
be estimated through the size of the estimates of variance components. The most 
general form for genetic (co)variance matrices allows correlations between trials, 
contains p(p+1)/2 parameters, e.g., the family (co)variance structure for i trials 
under the family model can be expressed as: 
		  ̄f1̄	 ̄σ2

fl	 σfl2	 …	 σflj ̄
		   f2	  σf2l	 σ2

f2	 …	 σf2j
	 Var	   :.    =	    :.	  :.	 ...	 :.         O If	 [3]
		  ̱fi̱	 ̱σfi1	 σfi2	 …	 σ2

fi̱
where the diagonal element σ2

fi is the family variance in environment i, off-diagonal 
element σfij is the family covariance between environments i and j, If is an f × f 
identity matrix. 

+

+
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When accommodating heterogeneity of residual variances between trials, R can 
be expressed as:
		  ̄e1̄	 ̄R1				    ̄
		   e2		  R2		
	 Var	         =			   ...		  	 [4]
		  ̱ei ̱	 ̱			   Ri	 ̱
where R1, R2, ..., Ri represent the residual variance matrices for site 1, 2, …, i, 
respectively. Allowing within-trial error variance, Ri have a different structure based 
on a decomposition of e into spatially dependent (ç) and independent (î) residuals 
(Costa e Silva et al. 2001; Dutkowski et al. 2006). The Ri matrices are:
	 Ri = σ2

çi[�c(ñcol) O �r (ñrow))] + σ2
îi  I	 [5]

where σ2
çi is the spatial residual variance in site i, σ2

îi is the independent residual 
variance of the “white noise” process in site i, I is an identity matrix, and �(r) is 
a first-order autoregressive correlation matrix with autocorrelation r, for a random 
factor spatial ordered in one dimension with n levels, the form is:
	                 ̄	1	 ñ	 ñ2	 ñ3	 …	 ñn–1 ̄
		  ñ	 1	 ñ	 ñ2	 …	 :.
	 AR(r) =	 ñ2	 ñ	 1	 ñ3	 …	 :.	 [6]
		  ñ3	 ñ2	 ñ3	 1	 …	 :.
		  :.	 :.	 :.	 :.	 ...	 :.
	                 ̱	ñn–1	 …	 …	 …	 …	 1     ̱
The independent errors in trials PT5459, RAD211, and VRC060 were significant in 
the previous single site spatial analysis, which was fitted in multi-site analysis.
Estimates of the fixed and random effects in [1], the solution to the mixed model 
equations, have been given by Henderson (1984):
	 ̄X'R–1X      X'R–1Z	 ̄  ̄ b̂ ̄    ̄X'R–1ȳ
	 ̱Z'R–1X  Z'R–1Z + G–1	̱   ̱ û  ̱ = ̱Z'R–1y̱	 [7]
This leads to best linear unbiased estimates of the fixed effects and best linear 
unbiased predictors of random effects. We compared the impact of fitting alternative 
models on best linear unbiased predictors of the genetic effects. The parameters 
in G and R were replaced by estimates from data, using ASREML (Gilmour et 
al. 1999).

Statistical Analyses
Three series of models were fitted. The series one models with specific constraints are 
listed in Table 2, giving different forms of R and G structures. Series one included 
five alternative family models for testing sources of G×E interactions. Series two 
included three family models with both family and family × trial effects to measure 

+
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the relative size of G×E interactions. Series three fitted five individual tree models 
to select the best model for obtaining best linear unbiased predictors of genetic 
values. The different forms of correlation structures are listed in Appendix A.
For series one, the statistical procedures started from the full model to a series 
of reduced models. The full model (S1M0) allowed the residual variances to be 
heterogeneous in each trial; the family variances and covariances were different and 
correlated. Reduced model 1 (S1M1), with the hypothesis of no G×E interaction, 
allowed heterogeneity of error variances between trials but constrained the 
family variances and covariances to be the same across trials. Reduced model 2 
(S1M2) had the hypothesis of perfect family correlation among trials, the family 
covariances were the same, and correlation was constrained to 1 but allowed the 
residual and family variances to be heterogeneous. Reduced model 3 (S1M3) 
had of the family variances being homogeneous among trials; family variances 
were the same among five trials but allowed the heterogeneity of error variance 
between trials and family covariances to be different. Reduced model 4 (S1M4) 
had the hypothesis that residual variances were homogeneous; residual variances 
among trials were constrained to be the same but allowed the family variances and 
covariances to be different among trials.
For series two, the procedures started from the simple model, assuming residual 
variances were homogeneous (S2M1). Model 2 (S2M2) accommodated heterogeneity 
of error variance between trials. Model 3 (S2M3) included the spatial variation 
within trial nested in model 2. The random effects included family and family × 
trial interactions. The relative size of G×E interactions can be estimated by ratio 
(K) which is the interaction variance by family variance.
For series three, the first three procedures (S3M1, S3M2, S3M3) had the same R 
structures as in series two. Model 4 (S3M4) was nested S3M2, giving correlation 
structure, allowing the genetic variances in each trial and covariances between the 
pair of trials to be different. Model 5 (S3M5) was nested model 3 (S3M3) with the 
same correlation structure as model 4.
Models were compared using the criterion of log-likelihood. Significance was tested 
by likelihood ratio test (LRT). For series one, the likelihood test ratio is:
LRT = –2*(logL. of full model – logL. of reduced model)	 [8]
For series two and three, the likelihood test ratio is:
LRT = –2*(log L. of model (i) – logL. of model (i+1))	 [9]
where model i and model i+1 are with and without the tested component or structure, 
respectively. Under the null hypothesis, the likelihood test ratio is expected to be 
distributed as c2

q with degrees of freedom (q) given by the difference between 
the numbers of variance and covariance parameters (Kendall & Stuart 1979). 
When the likelihood test ratio >c2

q, the additional estimated variance component 
is significant.
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Results

The results of series one with log-likelihoods, likelihood ratio tests, and estimates 
of variance parameters are given in Table 3. The likelihood ratio tests showed all the 
tested sources were highly significant. The first test indicated that G×E interactions 
were present across five sites. Moreover, the significance of heterogeneity of genetic 
and error variances, and lack of correlation, indicated the G×E interactions occurring 
in this multi-environment trial — the heterogeneity of genetic and error variances, 
and lack of correlation. In most sites, the family variances in the full model (S1M0) 
were higher than the estimates in other reduced models, whereas the estimates of 
error variances in the full model were lower than in the reduced models.  

The results estimated from the second series of models are shown in Table 4. The 
family variances (σ2 

f = 27.2, 27.1, and 27.2) were stable across the three models, 
with a slight decrease in the standard error from fitting the homogeneity (S2M1), 
heterogeneity (S2M2), and spatial model (S2M3). This indicated that relaxing the 
heterogeneity of error variance did not influence the estimates of family variances. 
However, the interaction variance (σ2 

fe) decreased from 53.7 to 37.4 and 33.4,   
resulting in a decreased ratio of interaction to family variance from 197.7% to 
137.7% and 122.6% in models S2M1, S2M2, and S2M3 respectively. 

The results of series three are given in Table 5. The model S3M2 with heterogeneous 
residual variances provided a much better fit than S3M1, with a large increase in log-
likelihood (LRT = 977.2 on 4 df, p < 0.001). Accommodating spatial variation within 
each trial, the model S3M3 gave a further significant improvement (LRT = 30.4 
on 3 df, p < 0.01). The nested model S3M4 with a correlation structure provided a 
better fit than model S3M2 (LRT = 37.9 on 15 df, p < 0.01). Model S3M5, which 
accommodated heterogeneity of error variance between trials, spatial variation 
within trials, and correlation structure for individual trees and families was the 
best model for estimating breeding values. 

The estimates of genetic correlations between pairs of sites are presented in Table 6. 
The average of genetic correlations changed slightly when fitting different models, 
while the (co)variances were constrained in different ways. It was lowest (0.34) when 
assuming all the variances were homogeneous (all the heterogeneities confounded). 
After correcting for heterogeneity of error variance between trials, the average   
genetic correlation increased to 0.38. It was 0.35 and 0.36 after correction for the 
heterogeneity of error and genetic variances, and spatial variation within trials, 
respectively. For all models, the highest genetic correlation occurred between sites 
RAD211 and VRC060. The genetic correlation between sites RS27A and RS27B 
increased after correcting for heterogeneity of error variance, from 0.51 to 0.75. 
For other pairs of sites, the trend of change resulting from fitting different models 
was similar.  

^

^
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Discussion

This study shows that the G×E interactions are associated with both heterogeneity 
of variances and lack of correlation. The evidence is reflected by the ratios (K) of  
estimated family × trial interaction variance to family variance. The estimates of 
the ratios decrease by approximately 30% after correcting for the heterogeneity of 
residual variance between sites. By further partitioning and removing the spatial 
variation within each site, the ratio decreases by approximately 11%. Eisen & 
Saxton (1983) showed that heterogeneous variances can cause the estimates of G×E 
interaction components to be biased upward, and genetic correlation between trials 
to be biased downward. In this study, the genetic correlations between sites were 
biased by the heterogeneity of error variance but changed slightly. The correction 
for the heterogeneity of family variances had a singularity problem after the first 
iteration; the influence was not detected by this procedure. However, if both the 
heterogeneity of family and error variances are removed, the Type B genetic 
correlations decrease slightly rather than increase, contrary to expectation.
The power of the restricted maximum likelihood approach allowed different forms 
of residual covariance matrix (R) and genetic covariance matrix (G). As a result, 
a range of more complex and informative models could be used to better explore 
the G×E interactions. With the flexible correlation structures such as using the 
ASREML package with constrained and/or unconstrained (co)variances, sources 
of heterogeneity and lack of correlation can be partitioned and tested. In practice, 
it is of great value to partition the G×E interaction component, particularly where 
the G×E interactions are attributable to lack of correlation, because it measures 
the degree to which performance in one environment fails to predict performance 
in the other. If this is found to be the case then the strategy of selection for broad 
adaptation need to be re-evaluated to determine whether it is necessary to add a 
specific component of selection (Delacy, Cooper & Basford 1996). Meanwhile, 
the genetic correlations between sites can also be estimated by correcting for 
heterogeneity of variances. These analyses should be more realistic; the presence of 

Table 4–Estimates of the variance components in model series 2 with standard error 
and variance ratio (σ2

fe / σ2
f)––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––

Model	 LRT†	 σ2
fe	 σ2

f	 K (%)
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––
S2M1	 0  	 53.7±11.0	 27.2±6.9	 197.7

S2M2	 976.9 ***	 37.4±8.1	 27.1±6.1	 137.7

S2M3	 33.3 ***	 33.4±7.9	 27.2±6.0	 122.6
––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––––
* P<0.05; ** P<0.01; *** P<0.001 
† Likelihood ratio test compared with previous model, e.g., S2M2 compared with S2M1; 

S2M3 compared with S2M2.

^ ^
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variance heterogeneity among G×E interactions has been recognised by many authors 
(Cullis et al. 1998; Frensham et al. 1997; Patterson & Nabugoomu 1992).
However, fitting complex models can cause some computational problems. For 
example, the individual tree model did not converge initially when using the 
complex variance structures. These problems are more frequent, particularly for 
the spatial model, with independent error variance. Therefore, care must be taken 
with some constraints; they may be used only for some significance tests and are 
not universally advocated for estimation of parameters.

Conclusion
The restricted maximum likelihood approach is powerful and flexible for partitioning 
and testing the sources of G×E interaction. The sources of heterogeneity of genetic 
and error variances, and lack of correlation are all significant, indicating the G×E 
interactions occurring in the five trials are associated with repeatable (lack of 
correlation) and non-repeatable (heterogeneity) G×E interaction.
In conclusion, the model that accommodated heterogeneity of error and family 
(co)variances among trials with a correlation structure was the best model for 
estimating genetic variances for the five trials analysed here. Incorporation of 
spatial variation into the model could further increase the precision in estimating 
breeding values.
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Appendix A 

Correlation structures in ASREML
̄ 2			     ̄      ̄	2			      ̄      ̄	7			      ̄      ̄	7			       ̄
  1	 2			   1	 3			   1	 7			   1	 8
  1	 1	 2		  1	 1	 4		  2	 3	 7		  2	 3	 9
̱ 1	 1	 1	 2̱      ̱	1	 1	 1	 5 ̱      ̱	4	 5	 6	 7 ̱      ̱	4	 5	 6	 10̱
	 CORUV	 CORUH	 CORGV	 CORGH
Individual numbers in these correlation structure matrices indicate individual 
variances or covariances. Correlation structure CORUV, with the same variance 
in each trial and the same covariance between pair of sites, is used to test for the 
presence of G×E interaction. CORUH structure, with different variances among sites 
but the same covariance between pairs of sites, is used to test lack of correlation. 
CORGV structure, with the same variance in each site but different covariances 
between sites, is used to test heterogeneity of family variance. CORGH structure has 
different variances among sites and different covariances between pairs of sites.


